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Abstract: 

Introduction: Accurately predicting the duration of study and graduation predicates in higher education is essential 

for improving academic outcomes and decision-making. This study aims to classify students’ study period and 

graduation predicates in the Information Systems program at UTDI using the Support Vector Machine (SVM) 
algorithm. Methods: A dataset of 500 student records containing academic and demographic variables—including 

GPA, age, semesters, and graduation predicates—was processed through data cleaning, normalization, and feature 

selection. Study duration was categorized into three classes: short (≤4 years), medium (4–6 years), and long (>6 years). 

An SVM with a linear kernel was applied, and the model was evaluated using accuracy, precision, recall, and F1-score. 
Results: The SVM model achieved perfect classification for study duration, with 100% accuracy, precision, recall, 

and F1-score across all categories. For graduation predicate classification, the model attained 95.18% accuracy. While 

it performed well overall, it faced some difficulty distinguishing between "Cum Laude" and "Very Satisfactory" due 

to overlapping GPA ranges. The analysis identified GPA as the most influential feature in both classification tasks, 
while age and the number of semesters played supporting roles. Conclusions: The SVM model demonstrates strong 

capability in classifying study duration and graduation predicates, offering valuable insights for academic 

management. Although performance was high, especially for study period prediction, further refinement is suggested 

to enhance classification in overlapping categories. Future work may benefit from larger, more balanced datasets and 

exploration of advanced models to increase prediction reliability. 

Keywords: Educational Data, Graduation Predicates Classification, Machine Learning, Study Duration, SVM 

Algorithm. 

 

1. Introduction 

Higher education is one of the most important components in the development of a nation. Undergraduate 

students represent a key group in higher education, playing a vital role in human resource development. To achieve 

a high level of education, students must complete a series of courses and meet specific academic requirements in 

accordance with the applicable curriculum. 

One important parameter in evaluating student success is the duration of study required to complete an 

undergraduate program. During this period, students must achieve adequate academic performance to earn 

specific graduation predicates. However, not all students can complete their undergraduate program on time or 

with the desired predicate. Managing and monitoring the study duration and graduation predicates of students is 

a complex task for higher education institutions. In this context, the use of data analysis methods and statistical 

modeling can be invaluable tools. 

Universitas Teknologi Digital Indonesia (UTDI), a private university in Yogyakarta, evolved from STMIK 

Akakom. Since its establishment, UTDI has produced numerous graduates who have contributed to various fields, 
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particularly the information technology industry. Currently, UTDI offers nine academic programs. Over time, as 

a university operates longer, the number of graduates (alumni) increases. Data on alumni and active students, 

including both continuing and new students, are stored on the university's servers. This data grows over time, both 

in quantity and variety. Such data is a valuable asset that can be utilized for various purposes, including predicting 

graduation levels. A common approach for this is data mining techniques. 

Data mining is a technique for extracting valuable and hidden information from large collections of data 

(databases), revealing previously unknown but interesting patterns. It is a process of collecting and processing 

data to extract important insights. Data mining has three primary objectives: explanatory, confirmatory, and 

exploratory. It also encompasses several methods such as Association, Classification, Regression, and Clustering. 

Another definition describes data mining as the search and analysis of large datasets to identify meaningful 

patterns and rules. 

Data processing is a crucial aspect of information technology. Effectively and efficiently processed data can 

produce accurate information. Various data processing methods have been developed, one of which is 

classification. Classification is a method of grouping data based on their features or characteristics. 

Classification is one of the essential tasks in data mining [1]. A classification model is built from a training 

dataset with predefined classes. Classification consists of two phases: the learning phase and the classification 

phase. The learning phase involves building the classification model, while the classification phase applies the 

model to predict the class label of new data [2], [3]. Classification functions to group objects into several classes 

and maintain classification rules to predict unknown class labels [4]–[6]. 

One algorithm that can be used is Support Vector Machine (SVM). This method has been widely applied in 

various fields, including machine learning and data analysis [7]. The basic principle of SVM is linear 

classification, which has been further developed to address non-linear problems by integrating the kernel trick 

into high-dimensional workspaces. SVM can classify both linear and non-linear data [8]–[10]. In the context of 

this research, SVM is used to classify students into groups based on their study duration and predict the graduation 

predicate they are likely to achieve. 

The main background of this study is to assist higher education institutions in identifying issues related to 

study duration management and student graduation prediction. With a better understanding of the factors 

influencing study duration and graduation predicates, higher education institutions can take more effective 

measures to improve educational quality and minimize dropout rates. 

The application of the SVM algorithm in classifying study duration and graduation predicates for 

undergraduate students is a relevant and valuable step towards improving the efficiency and effectiveness of 

higher education. 

2. Method: 

The research methodology is designed to analyse student data using a machine learning-based approach, 

particularly for classifying study duration based on academic and demographic attributes. This approach aims to 

gain deeper insights into the factors influencing students' study duration in higher education. The research process 

is divided into several stages, including data collection, data pre-processing, feature selection, model selection, 

model training, and model evaluation [11], [12], as illustrated in Figure 1. 
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Figure 1. General Research Design Stages 

Data Collection 

The dataset used in this study consists of 500 student entries, encompassing several attributes relevant to the analysis, 

including: 

a. Student Identification Number: A unique identifier for each student, although it is not utilized as a feature in 

the model for this analysis. 

b. Age: The age of the students at the time of data collection, which can provide insights into the demographic 

influence on study duration. 

c. GPA (Grade Point Average): An indicator of students' academic performance, reflecting their achievements 

throughout their studies. 

d. Semester: The number of semesters completed by the students at the time of data collection, which is also 

related to the duration of their studies. 

e. Study period: The length of time students has spent completing their studies, categorized into several groups 

based on predetermined time criteria. 

f. Graduation Predicate: The graduation category assigned to students based on their GPA (e.g., very 

satisfactory, satisfactory, cum laude). 

This dataset provides an overview of the relationship between students’ academic and demographic characteristics and 

their study period categories. Each attribute is expected to contribute to building a model capable of predicting study period 

categories based on the available data. 

Data Pre-processing 

Data pre-processing is a crucial initial step to ensure that the data used in the model training process is in the correct 

format and ready for use [13], [14]. The pre-processing steps carried out are as follows: 

a. Data Cleaning 

At this stage, several actions are taken to ensure the data used does not contain elements that could compromise the 

analysis results, such as missing values or duplicates. Specific steps include: 

• Removing Missing Values: Data entries with missing or null values in key attributes, such as GPA, age, and 

semesters, are either removed or imputed. 



58  Indonesian Journal of Data and Science 

 

 

• Removing the Student Identification Number Column: The Student Identification Number column, being 

purely an identifier, does not contribute to the analysis or the model and is thus removed from the dataset. 

b. Data Normalization 

Numerical attributes, such as GPA, Age, and Semester, are expected to have a uniform scale to ensure that no 

attribute disproportionately influences the model due to large differences in value ranges. Therefore, normalization 

is applied to these attributes, scaling them into the range [0,1] [15]–[17]. The normalization is performed using 

Equation (1). 

𝑿norm =
𝑿−𝑿min

𝑿max−𝑿min
  (1) 

Where 𝑿 represents the original value of the attribute, while 𝑿𝒎𝒊𝒏 and 𝑿𝒎𝒂𝒙 are the minimum and 

maximum values of the attribute, respectively. Thus, each numerical attribute used in the model will fall 

within a uniform range, enabling the algorithm to perform learning more effectively.  

c. Study Period Categorization 

The study period of students, which is the target variable in this research, will be categorized into three classes as 

follows: 

• Short: Study period ≤ 4 years 

• Medium: Study period between 4 and 6 years 

• Long: Study period > 6 years 

The categorization of study period is performed using a mathematical equation, which can be explained by 

Equation (2): 

𝐒𝐭𝐮𝐝𝐲 𝐏𝐞𝐫𝐢𝐨𝐝 𝐂𝐚𝐭𝐞𝐠𝐨𝐫𝐲 = {

𝐒𝐡𝐨𝐫𝐭, 𝐢𝐟 𝐒𝐭𝐮𝐝𝐲 𝐏𝐞𝐫𝐢𝐨𝐝 ≤  𝟒
𝐌𝐞𝐝𝐢𝐮𝐦, 𝐢𝐟 𝐒𝐭𝐮𝐝𝐲 𝐏𝐞𝐫𝐢𝐨𝐝 𝟒 <  𝐒𝐭𝐮𝐝𝐲 𝐏𝐞𝐫𝐢𝐨𝐝  ≤  𝟔

𝐋𝐨𝐧𝐠, 𝐢𝐟 𝐒𝐭𝐮𝐝𝐲 𝐏𝐞𝐫𝐢𝐨𝐝 >  𝟔
 (2) 

This categorization aims to group students based on their study period, making it easier to analyze patterns of 

different study period. 

Feature Extraction 

The features selected to build the study period classification model are attributes considered relevant in influencing the 

duration of students' studies. The chosen features include: 

• GPA: As an indicator of academic performance, GPA is a critical factor in predicting students' study 

period. 

• Age: A student's age can affect their study period. Older students may tend to have longer study period. 

• Semester: The number of semesters completed reflects the student's progress in their studies. 

• Graduation Predicate: The graduation category based on GPA also provides information on the relationship 

between academic performance and study period. 

Model Implementation 

The model selected for classifying study period is Support Vector Machine (SVM) with a linear kernel. SVM 

is an effective algorithm for classifying data with high dimensionality and can optimally separate data by 

constructing a hyperplane [18], [19]. The decision function of the SVM with a linear kernel can be expressed by 

Equation (3). 

𝒇(𝒙) =  𝒘𝑻𝒙 +  𝒃 =  𝟎 (3) 

Where 𝑤 is the weight vector, 𝑥 is the feature input vector, and 𝑏 is the bias. 

The main goal of SVM is to find the hyperplane that maximizes the margin between two different classes, with 

the expectation that the model can make more accurate predictions [14]. 
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Model Training 

The SVM model training process consists of two main stages: dataset splitting and the training process itself. 

a. Dataset Splitting 

The dataset is divided into two parts: 

• Training Data: 80% of the dataset is used to train the model. 

• Testing Data: 20% of the dataset is used to test the model’s performance. 

This division aims to ensure that the model learns from representative data and is tested on unseen data 

to ensure good model generalization. 

b. Training Process 

The SVM model is trained using the training data with selected features such as GPA, Age, Semester, 

and Graduation Predicate. This process involves finding the optimal values for the weight vector 𝑤 and bias 

𝑏 to separate the data into the appropriate classes. 

Model Evaluation 

Model evaluation is carried out to measure how well the model can classify students' study period. The 

evaluation metrics used include: 

a. Accuracy 

Accuracy measures how many predictions are correct compared to the total number of predictions made 

[20], [21]. The accuracy function is expressed as in Equation (4). 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
Number of Correct Predictions

𝑻𝒐𝒕𝒂𝒍 𝑷𝒓𝒆𝒅𝒊𝒄𝒕𝒊𝒐𝒏𝒔
 (4) 

 

b. Classification Report 

In the classification report, several other metrics are calculated, such as: 

• Precision: Measures the model's accuracy in predicting each class [22]. The precision function is 

expressed as in Equation (5). 

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =
True Positives

True Positives + False Positives
 (5) 

 

• Recall: Measures the model's ability to detect each class [22]. The recall function is expressed as in 

Equation (6). 

Recall =
True Positives

True Positives + False Negatives
 (6) 

 

• F1-Score: The harmonic mean of precision and recall, providing a balanced view between the two 

[23]−[25]. The F1-Score function is expressed as in Equation (7). 

F1-Score = 𝟐 ×
Precision × Recall

Precision + Recall
 (7) 

c. Confusion Matrix 

The confusion matrix is used to visualize the model's performance by showing the distribution of predictions 

against actual data. This matrix helps identify classification errors between the different classes. The 

confusion matrix function is expressed as in Equation (8). 

Confusion Matrix = (
True Positives False Positives

False Negatives True Negatives
 ) (8) 
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3. Results and Discussion 

Results 

The evaluation results for the study period classification model are presented in Table 1, with an accuracy of 

100%. 

Table 1. Evaluation of Study Period Classification Model 

Study Period Category Precision Recall F1-Score Support 

Long 1.00 1.00 1.00 14 

Medium 1.00 1.00 1.00 36 

Short 1.00 1.00 1.00 33 

Accuracy 1.00   83 

Macro Average 1.00 1.00 1.00 83 

Weighted Average 1.00 1.00 1.00 83 

The study period classification model demonstrates excellent performance with an accuracy of 100%. This 

indicates that the model can perfectly predict the study period categories. An analysis of the classification report 

shows that the precision, recall, and F1-score values are all at the maximum level (1.00) for all study period 

categories: Long, Medium, and Short. 

Table 2.  Evaluation of Graduation Predicate Classification Model 

Graduation Predicate Precision Recall F1-Score Support 

Cum Laude 1.00 0.73 0.84 11 

Satisfactory 0.98 1.00 0.99 42 

Very Satisfactory 0.91 0.97 0.94 30 

Accuracy 0.95   83 

Macro Average 0.96 0.90 0.92 83 

Weighted Average 0.95 0.95 0.95 83 

The graduation predicate classification model achieved a high accuracy of 95.18%, as shown in Table 2, 

indicating that the model is very effective in classifying students' graduation predicates. However, there are 

variations in performance across the different graduation predicate categories. For the Cum Laude category, the 

precision is 1.00, indicating that all predictions of Cum Laude are correct. However, the recall is 0.73, meaning 

only 73% of the actual Cum Laude data is correctly predicted, which suggests challenges in detecting students 

with the Cum Laude predicate. The F1-score for this category is 0.84, representing a compromise between 

precision and recall. This lower F1-score compared to other categories highlights difficulties in consistently 

classifying students with the Cum Laude predicate. In contrast, the Satisfactory category demonstrates excellent 

performance, with a precision of 0.98, indicating that most predictions for this category are correct, and a recall 

of 1.00, showing that all actual data in the Satisfactory category is correctly predicted. This results in an F1-score 

of 0.99, reflecting near-perfect classification for this category. Meanwhile, the Very Satisfactory category shows 

good performance, with a precision of 0.91, indicating that most predictions for this category are correct, and a 

recall of 0.97, meaning that most actual data in this category is correctly predicted. The F1-score for this category 

is 0.94, demonstrating strong performance, although not as high as the Satisfactory category. Figure 2 is a 

confusion matrix illustrating the prediction results of study period against actual data. This matrix shows the 

distribution of the model's predictions across each study period category. 
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Figure 2. Confusion Matrix - Classification of Study Period 

The confusion matrix illustrates the performance of a classification model in predicting study period 

categories, namely Long, Medium, and Short. The diagonal elements represent the correctly classified instances, 

with the model accurately predicting 14 instances of the Long category, 36 instances of the Medium category, and 

33 instances of the Short category. Notably, all off-diagonal elements are zero, indicating that there were no 

misclassifications. This means the model perfectly categorized all instances into their respective study period 

classes, achieving 100% accuracy. Such results suggest that the model is highly effective in distinguishing 

between the categories. However, it is essential to consider that perfect accuracy might be influenced by factors 

such as a small or homogeneous dataset, and further evaluation on larger or more diverse datasets is recommended 

to confirm the model's robustness and generalizability. 

 

Figure 3. Confusion Matrix - Classification of Graduation Predicate 

The confusion matrix shown in Figure 3 represents the performance of a classification model for predicting 

graduation predicates. The matrix contains three categories: "Cum Laude," "Satisfactory," and "Very 

Satisfactory." Each cell indicates the number of predictions made by the model compared to the actual labels. For 

the "Cum Laude" category, the model correctly predicted 8 instances, but it misclassified 3 instances as "Very 

Satisfactory." No "Cum Laude" instances were mistakenly classified as "Satisfactory." For the "Satisfactory" 

category, the model performed flawlessly, correctly predicting all 42 instances without any misclassification. 

Meanwhile, for the "Very Satisfactory" category, the model correctly classified 29 instances but misclassified 1 

instance as "Satisfactory." The high number of correct predictions along the diagonal highlights the strong overall 

performance of the model, especially for the "Satisfactory" and "Very Satisfactory" categories. However, the 

model demonstrates some difficulty distinguishing between "Cum Laude" and "Very Satisfactory," as indicated 

by the three misclassifications. This suggests potential overlap in features or thresholds used by the model for 

these categories, which could be addressed through further refinement of the model or feature engineering. 
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Discussion 

The results confirm the efficacy of SVM models in handling classification tasks involving academic data, 

achieving strong accuracies in both study period and graduation predicate predictions. However, several 

limitations and challenges warrant further exploration. One significant issue is data imbalance, particularly in the 

‘Long’ study period category and the ‘Cum Laude’ predicate, which adversely affected classification accuracy. 

Addressing this issue requires strategies such as data augmentation to increase representation of minority 

categories and employing synthetic sampling techniques like SMOTE (Synthetic Minority Oversampling 

Technique) to balance the dataset. 

In terms of feature importance, GPA consistently emerged as the dominant feature in both tasks, while other 

features, such as age and semester, contributed minimally. Future research should consider exploring additional 

features, such as course grades, extracurricular activities, or attendance records, and applying feature selection 

algorithms to refine the input space for better model performance. Despite the SVM's linear kernel performing 

well, it may not fully capture complex patterns in the data. Advanced methods, such as ensemble learning 

techniques (e.g., Random Forest or Gradient Boosting) or neural networks, could provide better classification 

results, particularly for nuanced categories. Misclassifications in the ‘Cum Laude’ category highlighted 

overlapping GPA ranges, suggesting that stricter GPA thresholds for category demarcation or the inclusion of 

qualitative factors, such as research achievements, could improve accuracy. 

While the model achieved high accuracy on small, homogeneous datasets, concerns about generalizability 

remain. Testing the model on larger, more diverse datasets is essential to ensure its robustness and applicability 

across institutions and demographic variations. Overall, the study demonstrates the potential of SVM models in 

academic data classification but emphasizes the need for future work focusing on data enrichment, advanced 

modeling techniques, and cross-institutional validations to address these challenges effectively. 

4. Conclusion 

This study demonstrates that the SVM-based classification model can be effectively utilized to predict the 

categories of study period and graduation predicates of students based on the available features. The evaluation 

results indicate that the model for study period outperforms the model for graduation predicates, which may be 

attributed to the complexity and variability within the graduation predicate data. 
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